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Abstract: NocTua 2 is a supercomputer operated at the Paderborn Center for Parallel Comput-
ing (PC2) at Paderborn University in Germany. NocTUA 2 was inaugurated in 2022 and is an Atos
BullSequana XH2000 system. It consists mainly of three node types: 1) CPU Compute nodes with
AMD EPYC processors in different main memory configurations, 2) GPU nodes with NVIDIA A100
GPUs, and 3) FPGA nodes with Xilinx Alveo U280 and Intel Stratix 10 FPGA cards. While CPUs and
GPUs are known off-the-shelf components in HPC systems, the operation of a large number of FPGA
cards from different vendors and a dedicated FPGA-to-FPGA network are unique characteristics of
NocTua 2. This paper describes in detail the overall setup of NocTua 2 and gives insights into the
operation of the cluster from a hardware, software and facility perspective.
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1 Introduction

High-performance computing (HPC) is an integral part of to the modern technological landscape.
HPC systems accelerate scientific research by providing the computing power needed to solve com-
plex, large-scale problems through parallel processing on CPUs and customised, parallel processing
with accelerators like GPUs and FPGAs. HPC systems foster collaborative research across disciplines
by acting as shared resources within research institutions.
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Figure 1: The NocTuA 2 supercomputer operated at the Paderborn Center for Parallel Computing.

The Paderborn Center for Parallel Computing (PC2) is a national high-performance center in Ger-
many and a scientific institute at Paderborn University. PC2 is member of the national HPC associ-
ation NHR (NHR Alliance, 2023), the Gauf§ Alliance, the regional HPC.NRW competence network of
North Rhine-Westphalia. Resource access is granted in a science-guided, competitive external peer-
review process to researchers from universities in Germany. For the FPGA nodes, researchers from
all over the world can also apply for resources.

The mission of PC2 is to advance interdisciplinary research in parallel computing and computational
sciences with innovative computer systems. In cooperation with scientists and third party-funded
research projects PC2 specializes in three areas: Atomistic Simulations, Optoelectronics and Quan-
tum Photonics, and Machine Learning for Intelligent Systems. In each of these competence areas,
PC2 possesses long-standing scientific expertise, which is demonstrated by competitive collabora-
tive research projects, research infrastructures, high-profile personal projects and the prestigious
awards the researchers have gained in these areas. Each competence area is created as interdisci-
plinary and cross-cutting in terms of scientific disciplines. The main contributions are to the fields of
Physics, Chemistry and Engineering. The contributions also include the development of new meth-
ods for HPC simulation codes and contribution of these codes to widely used open source codes,
e.g., CP2K (Kiihne et al., 2020), i-Pi (Kapil et al., 2019), Quantum Espresso (Giannozzi et al., 2009)
and numerical libraries like DBCSR (Borstnik et al., 2014). They are also driving forces for the de-
velopment of libraries for emerging accelerator types (FPGAs, GPUs with Tensor Units) and com-
puting paradigms, such as approximate and reconfigurable computing. The selected areas are also
highly relevant and extend beyond Paderborn University. In particular, the methods and codes from
atomistic simulations are very widely applicable for numerous scientific fields. Applications from
the focus areas jointly generate an estimated demand of 25-50 % of the current global HPC work-
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load. PC2 leverages the synergies of this special combination of services and research to satisfy the
needs of computational sciences while addressing the big challenges in computing systems research:
energy-efficiency, scalability and programmability.

Noctua 2 (see Figure 1) is the current flagship HPC system operated at PC2 and the main focus of
this paper. Section 2 gives an overview of the overall components required to operate the system.
This includes the actual nodes equipped with processors and accelerators, the network and storage
subsystems and the software stack. In Section 3 the data center building is described to provide the
infrastructure with power, cooling and protection systems. Next, in Section 4 the components and
operation concepts of the FPGA partition are presented. The large number of FPGA nodes integrated
into NocTtuA 2 and the dedicated FPGA-to-FPGA network are unique features that are part of the
system. And finally, Section 5 concludes and summarizes the contents of the paper.

2 Noctua 2 HPC Cluster

In this section, the overall setup of NocTua 2 is described. Figure 2 provides an overview of the
main components that are either part of the processing, storage and communication capabilities of
the cluster or part of the infrastructure that is required to operate the system (mainly power and
cooling).
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Figure 2: Schematic floor plan of NocTua 2 with racks containing nodes, network switches and
accelerator cards together with the power and water cooling infrastructure.
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2.1 Node Types and Quantities

NocTua 2 consists of compute nodes in different main memory configurations and nodes equipped
with accelerator cards. The overall system has 1126 nodes with a total of 144128 CPU cores and
136 GPU and 80 FPGA accelerators. Table 1 lists the different node types and quantities.

Compute Nodes

Variant Nodes CcpU* Memory | Infiniband Specialty
cpu-normal | 990 256 GB i
cpu-large 66 EPYC 7763 1TB HDR 100
cpu-huge 5 EPYC 7713 2TB 36 TB local SSD storage
GPU Nodes
Variant Nodes CPU* Memory | Infiniband Accelerator
gpu-al00 32 EPYC 7763 | 512GB | 2x HDR 200 | 4x Nvidia A100 40 GB
gpu-dgx 1 EPYC 7742 1TB HDR 200 8x Nvidia A100 40 GB
FPGA Nodes
Variant Nodes CPU* Memory | Infiniband Accelerator
fpga-amd 16 3x Xilinx Alveo U280
fpga-intel 16 EPYC7713 | 512GB HDR 100 2x Bittware 520N

*All CPUs are dual-socket with 64 cores per socket.

Table 1: Overview of node types and quantities available in NocTua 2.

All compute nodes have a dual-socket CPU setup featuring two AMD EPYC CPUs, each with 64
cores. The 990 cpu-normal nodes constitute the largest fraction of compute nodes. The 66 cpu-large
nodes contain 1 TB of main memory, while the five cpu-huge nodes provide 2 TB for applications
demanding even more memory. Additionally, the cpu-huge nodes hold 36 TB SSD storage each for
fast file access or transparent memory expansion. The 32 gpu-a100 nodes give access to a total of 128
Nvidia A100 GPUs, each with 40 GB of HBM2 memory. The gpu-dgx node complements the system
with eight Nvidia A100 GPUs to the GPU partition of the cluster. All cards of both GPU partitions
are connected via SXM. Finally, the FPGA partition consists of 16 fpga-amd nodes with three Xilinx
cards each and 16 fpga-intel nodes with two Bittware cards each. Details about the FPGA acceleration
cards are described in Section 4.

Socket Interconnect
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Figure 3: Topology of two AMD EPYC Milan CPU sockets.

2.2 CPU and Memory Hierarchy

With exception of the DGX node, all the compute nodes make use of AMD EPYC Milan data-center
CPUs featuring AMD’s Zen3 CPU core architecture. The EPYC CPUs make use of chiplet design to
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accommodate multiple dies under one CPU package. The AMD 7763 and AMD 7713 CPU models
used in NocTUuA 2 contain one I/O die that connects eight 8-core dies, main memory, I/O lanes and
the second CPU socket as depicted in Figure 3. The 7763 CPU runs at 2.45 GHz base frequency and
3.5 GHz turbo clock at a TDP of 280 W. The cpu-huge and fpga nodes feature an AMD 7713 CPU with
a lower TDP of 225 W and 2 GHz base clock. Each Zen3 core has access to 64kB L1 and 512kB L2
private CPU cache and 32 MB shared L3 per core-die. This makes a total of 4 MB L1, 32 MB L2 and
256 MB L3 cache per CPU (see Table 2). Finally, the Nvidia DGX provides a AMD EPYC 7742 Rome
CPU with Zen2 core architecture, 2.25 GHz base clock and a TDP of 225 W. SMT is deactivated on
all Noctua 2 compute nodes. Every CPU socket is connected via eight main memory channels to
DDR4-3200 DIMMs.

EPYC 7763/7713 Caches

Type Associativity Size Latency
L1 Instr -
L1 Data | 8-way set associative 32kB per core 4-5 cycles (Integer), 7-8 cycles (FPU)
L2 512 kB per core 12 cycles
L3 16-way set associative | 32 MB per 8 cores 46 cycles

EPYC 7742 Caches
Type Associativity Size Latency

L1 Instr 32kB per core -

L1 Data | 8-way set associative 4-5 cycles (Integer), 7-8 cycles (FPU)
L2 512 kB per core 12 cycles
L3 16-way set associative | 16 MB per 4 cores 39 cycles

Table 2: Cache hierarchy of AMD EPYC processors (AMD, 2020).

The theoretical and measured performance of the CPU nodes is the following:

Double-precision FLOP/s @ 2.45 GHz

sockets x freq. X cores X execution units x elements per vector x operations per element
=2x245GHz x 64 x2 x4 x2
=5017.6 GFLOP/s

DDR4 RAM Data rate

sockets X transfers x bytes per channel x channels per socket
=2x3.2GT/s x 8 B/channel x 8 channels
=409.6GB/s

The actual CPU Test results with benchmark applications are summarized in Table 3.
2.3 GPUs

All the GPU nodes and the DGX node contain NVIDIA A100 SXM4 GPUs (NVIDIA A100 Tensor Core
GPU Architecture, 2023), each of which has 40 GB HBM2 memory. The NVIDIA A100 GPU includes
54 Texture Processing Clusters (TPCs), consisting of 108 Streaming Multiprocessors (SMs) in total.
Each SM contains 64 FP32 cores, 32 FP64 cores, and four tensor cores, thus resulting in 6912 FP32
cores, 3456 FP64 cores and 432 tensor cores per GPU. In addition, each SM has 256 kB register files
and 192kB combined L1 data cache and shared memory, which is configurable up to 164kB. The
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Metric Variant Performance

1 core SP AVX-FMA 112.4 GFLOP/s

Peak FLOP/s 1 core DP AVX-FMA 56.2 GFLOP/s

LIKWID (Treibig et al., 2010) 128 cores SP AVX-FMA 10733.0 GFLOP/s

128 cores DP AVX-FMA 5374.6 GFLOP/s

HPL (Petitet, 2004) full node 4143.3 GFLOP/s

HPCG (Dongarra & Heroux, 2013) full node 63.2 GFLOP/s
STREAM (McCalpin et al., 1995) | memory bandwidth, full node 370.3 GB/s

Table 3: Measurement results for selected CPU benchmarks.

40 MB L2 cache is shared among all SMs in an A100 GPU. The A100 GPU runs at 1.41 GHz boost
clock frequency with the TDP of 400 W. The data transfer between the host CPUs and the A100
GPUs goes through the PCle Gen4 interface, which provides 31.5 GB/s bandwidth per direction. In
a GPU node, four A100 GPUs are interconnected via third-generation NVIDIA NVLink interconnects,
providing up to 600 GB/s of direct GPU-to-GPU bandwidth. The DGX A100 node has additionally
six second-generation NVIDIA NVSwitch fabrics that interconnect eight A100 GPUs using third-
generation NVIDIA NVLink interconnects, which provide up to 600 GB /s of individual GPU-to-GPU
bandwidth.

Theoretical Performance The theoretical performance of the GPU nodes! is the following:

CUDA-core FP64 FLOP/s @ 1.41 GHz

frequency x FP64 cores X operations per element
=1.41GHz x 3456 x2
=9.7TFLOP/s

CUDA-core FP32 FLOP/s @ 1.41 GHz

frequency x FP32 cores X operations per element
=1.41GHz x 6912 x2
= 19.5TFLOP/s

Tensor-core FP64 FLOP/s @ 1.41 GHz

frequency X streaming multiprocessors x FP64 FMA x operations per element
=1.41GHz x 108 x64 x2
= 19.5TFLOP/s

Tensor-core TF32 FLOP/s @ 1.41 GHz

frequency X streaming multiprocessors x TF32 FMA X operations per element
=1.41GHz x 108 x512 x2
= 155.9TFLOP/s

Tensor-core FP16 FLOP/s @ 1.41 GHz

frequency X streaming multiprocessors x FP16 FMA x operations per element
=1.41GHz x 108 x1024 x2
=311.9TFLOP/s

!The performance for the tensor-cores are calculated without the fine-grained structured sparsity.
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HBM?2 Memory Data rate

HBM2 stacks x bus width per stack x pump rate x frequency
=5x128B x2x 1.215GHz
=1555GB/s

NVLink Bandwidth

bandwidth per link X number of NVLink links
=50GB/s x 12
=600GB/s

2.4 System Interconnect and Network Topology

AllNocTua 2 nodes are connected to an Ethernet and an Infiniband network. The Infiniband network
enables high-bandwidth, low-latency communication for compute nodes and the storage system
within the compute cluster. 40 48-port Infiniband switches, supporting HDR 200 links, are used to
build a fat-tree topology as depicted in Figure 4. Each compute node is connected via HDR 100 to
one of the 28 level 1 switches. Two HDR 100 links are combined with a splitter and connected to
one HDR 200 port. As an exception, the GPU nodes are using two HDR 200 links each. Every level
1 switch is connected to each of the 12 level 2 switches via HDR 200. The switches are distributed
over the racks and reside in the top shelves. The used fat-tree topology achieves a 1:2 blocking
factor. An evaluation of the interconnect measured between 1.5 and 2.0 ps in an MPI ping pong test
depending on the chosen node pairs and due to cable length. The measured bidirectional bandwidth
was roughly 24.6 GB/s.

An additional dedicated Ethernet network is used for administration and management tasks and
connection to external networks.

Level 2 - 12 switches

HDR 200

Level 1 - 28 switches

HDR 200 HDR 100

(@) gpu-a100 (b) gpu-dgx (c) others

Figure 4: Infiniband network topology used in NocTua 2. Every level 1 switch is connected to all 12
level 2 switches. The nodes have different configurations: each gpu-a100 node is connected via HDR
200 to two level 1 switches (a), the gpu-dgx node is connected to one level 1 switch via HDR 200 (b),
while all other node types are connected via HDR 100 to one level 1 switch.

2.5 Storage Subsystem

NocTtua 2 has a number of different file systems available for different purposes. Table 4 provides
an overview and the key differences. Most of the file systems have quotas enabled. On HOME and
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PC2DATA there are hard limits. If those are reached, no more data can be written. On the parallel
file systems (PC2PFS), there are two limits quota and limit. Users can exceed the quota soft limit for a
certain time (per default 14 days). After this time, no more data can be written. If users hit the hard
limit, writing of further data is prohibited immediately. The limits are set for the storage capacity
and number of files.

Permission Level
Name Purpose Compute Nodes | Login Nodes | Backup
HOME User home directory for permanent, read-write
small data yes
PC2DATA | Permanent project data for binaries, fi- read-write
nal results read only
PC2PFSN1 | Parallel file system of NocTua 1
PC2PFS Parallel file system of NocTua 2 read-write 1o
PC2DEPOT | Long term backup of research data not available yes

Table 4: Overview of the different storage types in NocTuA 2.

The parallel file system is a Lustre File System with 6 PB capacity (DDN Exascaler 7990X with NVMe
accelerator). The hardware consists of four servers with one expansion enclosure each, which makes
a total of eight enclosures with a total of 658 HDD drives (12 TB each) and 28 SSD drives (6.4 TB
each). The 10500 benchmark (10500, 2023) was performed according to the SC21 specification and
the results can be found in Table 5.

Metric Performance
ior-easy-write 68.5 GB/s
mdtest-easy-write 156.8 kIOPS
ior-hard-write 1.1 GB/s
mdtest-hard-write 94.4  kIOPS
find 1559.8 kIOPS
ior-easy-read 86.6 GB/s
mdtest-easy-stat 482.4 kIOPS
ior-hard-read 53 GB/s
mdtest-hard-stat 529.5 kIOPS
mdtest-easy-delete 107.6  kIOPS
mdtest-hard-read 160.9 kIOPS
mdtest-hard-delete 61.9 kIOPS

Table 5: Results of the I0500 benchmark performed on NocTuA 2 according to the SC21 specification.

2.6 Software Stack, Services and System Management

NocTua 2 uses Red Hat Enterprise Linux as the operating system and Slurm (Yoo et al., 2003) as the
job scheduling software. The users can use pre-installed software provided via Lua-based software
environment modules (Lmod, McLay et al. (2011)). To increase the readability, the software packages
are grouped into gateway modules (see Listing 1). Users can search for pre-installed software with
a utility script (e.g. find_module $NEEDLE).
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---------------- Gateway- and basic modules ------------—---
DefaultModules (L) fpga (*,G) slurm/21.08.6

all (G) lang (G) slurm/22.05.8-1 (L,D)
bio (G) 1ib (G) system (G)
chem (G) math (G) toolchain (G)
compiler (G) mpi (G) tools (G)
data (G) numlib (G) vis (G)
debugger (G) pc2fs (L)

devel (G) perf (G)

Listing 1: List of available gateway modules with pre-installed software (D: default module; G: gate-
way module; L: module is loaded *: module built for host, native FPGA and offload to FPGA)

Job Monitoring

To give users the opportunity to analyze performance issues of their jobs, a job-oriented monitoring
framework called ClusterCockpit (Eitzinger et al., 2019) is provided. ClusterCockpit is integrated into
Slurm and users can monitor their running and completed jobs in a web-based frontend. By clicking
on the appropriate buttons, users can sort the list by different aspects (e.g. load on the CPUs, main
memory used, memory bandwidth), display or hide metrics or apply filters on the list. As depcited in
Figure 5, the metrics are plotted over time, which allows quick recognition of performance behavior.
GPU jobs are also included in the job monitoring and users can inspect GPU metrics like compute
utilization, memory utilization, and many more.

cpu_load (load) node v AllHosts Vv cpu_load_core (load) core v AllHost v cpu_user (%) core v AllHosts v

140 nodes [Shared] cores (avg) cores (avg)

120 VRPN
100
80

60 |

Oom 256m 50m 1:15h 1:40h 2:5h om 256m 50m 1:16h 1:40h 2:5h Oom 256m 50m 1:16h 1:40h 2:5h

Figure 5: ClusterCockpit job monitoring gives users the opportunity to find problematic perfor-
mance behavior. In this example, a CPU load imbalance between two nodes and a CPU core over-
subscription can be recognized from the plotted CPU load metrics.

JupyterHub

Another service provided to the users is JupyterHub (FJupyterHub, 2023). JupyterHub brings Jupyter
notebooks to users and groups in an interactive computing environment. The hosted JupyterHub
instance can not only spawn local notebooks on a dedicated machine, but the instance is also tightly
integrated into NocTuA 2 and Slurm. With pre-set environments users can directly spawn interactive
jobs on any nodes of Noctua 2. Furthermore, all pre-installed software modules of NocTuA 2 can
also directly be loaded in the JupyterHub web interface.

O 9
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System Management

NocTua 2 uses two admin nodes to manage the cluster and provide services like DHCP, DNS, NTP,
NFS, Slurm, routing and IP-Forwarding, fabric management, monitoring and log aggregation. Pace-
maker (Pacemaker, 2023) and Corosync (Corosync, 2023) are used for high-availability between the
two nodes, an active/active concept is used, meaning that both head nodes are running a subset of
services. Each node could run all services at once if one admin node should fail. Both nodes connect
to an underlying storage appliance via SAS. Depending on the currently running services, several
LVM volume groups get mounted to the node which is currently running the service and unmounted
from the node which is not running the service. This way it is assured that no data corruption hap-
pens because two nodes cannot access the same data at the same time.

The whole cluster is configured with BlueBanquise (BlueBanquise, 2023) which is an Ansible (Ansi-
ble, 2023) based cluster manager. BlueBanquise uses plain-text files to generate configuration files for
services, deploy software and, with helper scripts, provision node images. The configuration files are
held in a local git repository, which is shared between the two admin nodes. Because almost every
single line of configuration is generated from BlueBanquise, the whole cluster can be re-provisioned
from scratch with just the BlueBanquise inventory, roles, and playbooks.

The node images are also created with the tools provided by BlueBanquise. The workflow is as fol-
lows: Create bare image containing only the operating system, mount bare image, roll-out the match-
ing playbook. Then, Ansible parses the config and installs and configures the required programs and
services directly into the mounted image. The image is packed, compressed and unmounted. Finally,
a node can be selected to boot from the newly created image.

3 Data Center Building, Power and Cooling Infrastructure
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Figure 6: Schematic depiction of the power and water cooling infrastructure present in order to
operate the Noctua 2 cluster.
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Figure 6 shows the overall data center view, focusing on the technical infrastructure to run HPC sys-
tems. The HPC systems are located in the white space (1) with a floor area of over 330 m?, 5 m freely
usable ceiling height and 1 m deep raised floor. The white space is divided into three independent
segments. Each segment can accommodate one large HPC system with its specific requirements
for electricity and cooling. Currently, NocTUA 2 occupies one segment and two segments are free.

Additional rooms (2) accommodate network and storage infrastructure.
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3.1 Power and Cooling

Power to the HPC systems is provided by a busbar system and ceiling-mounted outlet boxes, each
with a maximum power capacity of over | MW per HPC system (see yellow rail in Figure 1). An elec-
trical capacity of 2.6 MW is currently available for the HPC systems (6), and expansion to over 6 MW
is in planning. The cooling systems of the data center are designed in such a way that the waste heat
can be dissipated and reused in a highly efficient manner. To this end, the data center consistently
relies on hot water cooling, which can dissipate at least 85 % of the waste heat. In order to be able
to achieve a flow temperature of 32 °C for the hot water circuit all year round, the heat exchangers
on the roof (3) can be sprinkled with water on particularly hot days. The humidification generates
evaporative cooling and leads to a reduction of the temperature supplied by the heat exchanger, the
so-called adiabatic cooling (4). The piping for the two cooling circuits, a cold water circuit with an
inlet temperature of 19 °C, and a hot water circuit with an inlet temperature of >32 °C are located in
the raised floor. The hot water loop can discharge up to 1 MW per segment, depending on the inlet
and outlet temperatures allowed by the HPC system. The chilled water loop has a maximum total
capacity of up to 700 kW and also supplies the chillers for air cooling (3). Due to the high tempera-
ture in the return of the hot water circuit, the waste heat can be used to heat buildings, for which a
local heating network is being built on the campus of Paderborn University . Only a maximum of
15 % of the waste heat will be dissipated in the traditional way via air cooling, which is much more
energy-intensive due to the generation of cold by compression chillers and distribution by fans.

3.2 Fault Tolerance and Protection Systems

Fail-safe operation requires specially designed power supplies for the HPC systems and the operation-
critical technical systems. Therefore, two separate power supply lines A and B are always used for
the core components of the HPC systems which include the data storage systems, server systems for
administrative purposes and the core switches of the network interconnect. The concept is ensured
by a power supply line A protected by a dynamic uninterruptible power supply (UPS) system (5)
(line filter) and power supply line B protected by a battery-backed uninterruptible power supply (7).
In the event of a prolonged failure of the mains power supply, the battery UPS is supplied with power
via an emergency power system with a diesel engine (8). This setup is technically complex and rather
maintenance-intensive due to the batteries used and not ideal from the sustainability perspective be-
cause of the increased energy consumption. To counteract this disadvantage, power supply line B is
rated at 400 kW, the minimum size required for this function. Supply line A thus not only represents
the second leg of supply for the most important I'T components, but is also the only and thus central
supply path for the large number of computing nodes. In the mains filter system, power is regen-
erated by a motor-generator combination, filtering out disturbances/fluctuations that may enter the
building through the mains. A rotating flywheel in the system stores enough energy to bridge power
outages for at least half a minute. Supply line A is designed for an output of over 2 MW (up to 6 MW
is planned), so the high efficiency of the mains filter system benefits the entire data center.

Operation-critical technical systems such as pumps, fans of the air-circulation cooling units, chillers,
etc. are only protected via the emergency failover operation system, since this is available after a
short downtime of just a few seconds and the systems can easily tolerate this brief interruption.
Furthermore, an early fire detection system and fire detection sensors provide for alarming and, if
necessary, extinguishing fire by introducing nitrogen (9).

3.3 Efficiency of Operation

The efficient operation of HPC systems is becoming a more important criterion and is also required by
the legislator in the current and future requirements for the sustainability of data centers. NocTua 2
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features direct liquid cooling (DLC) for high coolant temperatures and thus makes optimum use
of the efficiency potential of the indirect free cooling of the data center. Power Usage Effectiveness
(PUE) is a key figure for estimating the energy efficiency of a data center. PUE is expressed as a ratio,
determined by dividing the total energy entering a data center by the energy utilized to operate the
IT equipment within the data center. The closer the value is to 1.0 the more energy-efficient the data
center is and the better its energy balance. During the evaluation in the first month of operation, a
PUE value of 1.1 was confirmed for Noctua 2.

4 FPGA Infrastructure

FPGA acceleration can provide performance gains and energy savings which are especially impor-
tant in the HPC domain. Due to the ability to customize the accelerator hardware architecture to the
algorithm at hand (hardware/software co-design), FPGAs are a promising technology which can be
utilized to improve the energy efficiency of data centers by implementing architecture specialization.
FPGAs are still expanding quickly in terms of performance, mostly through area scaling, and there
are a variety of PCle-based FPGA accelerator cards available with dedicated memory and network
connectivity. However, unlike GPUs, FPGAs are still novel territory for HPC vendors, which up to
now requires special expertise to specify and operate HPC systems with FPGAs. The PC2 offers
the expertise to operate FPGAs, with a unique background in FPGA research and operation in the
German HPC landscape and beyond. During recent years, multiple generations of state-of-the-art
HPC systems, which are specifically tailored to FPGA acceleration have been, or are still, operated.
On top of ever-increasing capacity of the FPGAs, these systems provided practical experience with
different development flows, system level integration of the FPGAs and, more recently, also multi-
FPGA operations.

In terms of publicly available HPC or cloud infrastructure with FPGAs, notable platforms and ser-
vices include Amazon EC2 F1-instances (Amazon EC2 F1-Instances, 2023), Microsoft Azure (Collier &
Shahan, 2015), Intel DevCloud (Intel DevCloud, 2023), and the AMD HACC (Heterogeneous Acceler-
ated Cluster Computing) program (AMD HACC Program, 2023). Amazon EC2 F1-instances, offered
by AWS, enable FPGA-accelerated compute resources for diverse applications. Microsoft Azure in-
tegrates FPGA acceleration, particularly in network and compute workloads, enhancing its cloud
capabilities. Intel’s DevCloud provides an accessible environment for FPGA development and exper-
imentation with oneAPI, simplifying access to FPGA resources and tools. The AMD HACC program,
combining FPGAs, GPUs and CPUs, showcasing the potential of heterogeneous computing. These
platforms collectively offer versatile solutions for workload acceleration and high-performance com-
puting across various domains.

This section starts with a general overview of the FPGA partition of NocTua 2. Then, the integration
of the FPGA accelerators into the overall HPC system is described, details on the dedicated FPGA-to-
FPGA network are given and finally the supported tool flows in order to enable our users to program
the FPGAs are outlined.

4.1 Hardware Architecture and Design

A schematic view of the FPGA partition of NocTuA 2 is depicted in Figure 7. It consists of 32 FPGA
nodes with a total of 80 high-end FPGA cards from two vendors. All FPGA cards are physically
connected to form a customizable direct FPGA-to-FPGA network with the help of an optical switch
(Calient S320). In addition, an Ethernet switch (Huawei CE 9860) is also connected to the optical
switch, in order to support packet-switched FPGA-to-FPGA communication. More details on the
FPGA-to-FPGA networks are described later in Section 4.2.1. The 32 FPGA nodes are separated into
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32 ports free for extensions
Huawei Cloudengine CE9860: 128-Port Ethernet Switch

96 ports connected between Ethernet and optical switch
224 out of 320 ports used for FPGA links

Calient S320: 320-Port Optical Switch

i i 2 links per card 4 links per card

each with 3x Xilinx Alveo U280 each with 2x BittWare 520N

16x AMD FPGA Nodes 16x Intel FPGA Nodes

Figure 7: Schematic view of FPGA partition and FPGA-to-FPGA interconnect.

two partitions with 16 nodes each: 1) AMD FPGA nodes, each with three Xilinx U280 Alveo FPGA
cards, and 2) Intel FPGA nodes, each with two BittWare 520N cards equipped with Intel Stratix 10
FPGAs.

There is also a custom FPGA partition consisting of four nodes. The custom FPGA nodes are used as
a test bed for technology exploration of new FPGA cards in low volume. The FPGA cards included
in this partition and the overall setup are changing and therefore this small subset is not further
described.

The host system in all FPGA nodes is identical. It consists of two AMD EPYC Milan 7713, 2.0 GHz,
each with 64 cores, 512 GB of main memory and 480 GB local SSD storage. This gives a total of 128
CPU cores per node, which is identical to the nodes in the main CPU partition. The processors of
the FPGA nodes run at a slightly lower frequency compared to the CPU nodes to reduce the thermal
power dissipation. With this configuration, the users can develop, compile and emulate their designs
on any node of the cluster and only use the FPGA nodes for hardware execution. As described in
Section 3, the FPGA nodes are part of the air-cooled racks of Noctua 2.

FPGA Accelerator Cards

Next, the hardware details and differences between the two main FPGA cards installed in NocTUuA 2
are discussed. Table 6 gives a comparison of the key features and outlines the main differences: In
addition to 32 GB DDR on-board memory, each Xilinx U280 card has 8 GB of HBM2 (high bandwidth
memory), which is not present on the BittWare cards. HBM can significantly improve the perfor-
mance of computer systems, especially for memory-intensive tasks. Even though the cards have the
same amount of on-board DDR memory (32 GB per card), the Xilinx U280 cards offer two memory
interfaces with a total maximum bandwidth of 38.4 GB /s, while the BittWare cards divide the 32 GB
over four banks of DDR memory with a total maximum bandwidth of 76.8 GB/s. Finally, each Xilinx
U280 card has only two network interfaces for the FPGA-to-FPGA network, while the BittWare cards
have four network interfaces per card.
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AMD FPGA Nodes Intel FPGA Nodes
Cards Installation Year 2022 2018
Number of Nodes 16 16
Accelerator Cards
Number of Cards 3x Xilinx Alveo U280 2x BittWare 520N
FPGA Type UltraScale+ (XCU280) Stratix 10 GX 2800
Lithography 16 nm 14 nm
Each Card
Host Interface* PCle Gen3 x16 PCle Gen3 x8
DDR Memory 2x 16 GB DDR4 4x 8 GB DDR4
DDR Bandwidth 38.4GB/s 76.8 GB/s
High-Bandwidth Memory 8 GB HBM2 -
HBM Bandwidth 460 GB/s -
Network Interfaces* 2x QSFP28 (100 Gbit/s) 4x QSFP+ (40 Gbit/s)
Thermal Design Power 225W 225W
Host Server
CPUs 2x AMD Milan 7713, 2.0 GHz, each with 64 cores
Main Memory 512 GB
Storage 480 GB in local SSD. Rest in shared storage (see Section 2.5).

*Correspond to the effectively usable values, implemented by the FPGA shell and used in our system.

Table 6: Comparison of the FPGA accelerator cards of NocTua 2.

4.2 System Integration

This sections gives details about the integration of the FPGA accelerator cards on system level, into
the workload manager and on the dedicated FPGA-to-FPGA network.

4.2.1 On Demand Version Configuration of FPGA Nodes

Based on the insights gained from prior FPGA systems, three essential requirements for supporting
FPGA development flows in a production HPC system have been identified:
1. Software Tools: Provide pre-installed software tools and regular updates.
2. Synthesis Infrastructure: Provide compilation infrastructure for FPGA circuit implementation
tools.
3. Keep Compatibility: Provide ability to run designs created with previous tool versions.

1. Software Tools The programming tool chains are still progressing on both ends, the high-level
synthesis (HLS) step which translates the high-level code (typically C++-based) to a design in hard-
ware description language (HDL) and the backend flow which maps the HDL design to the physical
FPGA resources. The HLS step has been significantly evolving with new features and optimizations
over the last years and will continue to do so. It is therefore of paramount importance that regular
updates are received and can thereby made available to all users. In order to provide the FPGA soft-
ware tools, a dedicated Lmod gateway (see general Lmod description in Section 2.6) has been created
to group all FPGA related software tools, drivers and utilities in one collection. The FPGA gateway

O
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For the development of FPGA designs, the focus is strongly on high-level synthesis tool flows, which
have further developed over the last years. For the Xilinx Alveo U280 boards, the Xilinx Vitis HLS
and Vivado tool flows are provided to build accelerator designs using high-level descriptions writ-
ten in C++. Additionally, Xilinx published the Vitis Libraries, an extensive collection of accelerator
building blocks covering linear algebra, signal processing and data processing applications, target-
ing the Alveo boards. This availability of libraries further lowers the barrier to the use of FPGAs.
Meanwhile, Intel uses SYCL as the main high-level design language for FPGAs with compiler support
being integrated in Intel oneAPIL The host application and the accelerator can be programmed in a
single source code written in Data Parallel C++ (DPC++), a slightly extended variant of SYCL. This
development flow, along with the classic OpenCL-based tool flows, is available for all our BittWare
520N FPGA boards on NocTUA 2.

$ module load fpga # Load FPGA gateway module
$ module available # Show available modules.

List of the supported base bitstream or shell versions for Intel and Xilinx cards (see Section 4.2.1).
bittware/520n/20.4.0_hpc (D) # (D) = default version.
bittware/520n/20.4.0 max
[...]
xilinx/xrt/2.13
xilinx/xrt/2.14 (D)

List of the supported development tool flows for Intel and Xilinx cards (see Section 4.2.1).

intel/oneapi/23.1.0 (D)
intel/opencl_sdk/21.4.0 (D)
[...]

xilinx/vitis/23.1 (D)
xilinx/vivado/23.1 (D)

List of FPGA utilities, for example to use direct FPGA-to-FPGA network (see Section 4.2.2).
intel/testFPGAlinks

intel/channel_emulation_patch

changeFPGAlinks

Listing 2: FPGA gateway module to provide software tools and utilities.

2. Synthesis Infrastructure The FPGA synthesis (translating HLS code into the configuration
for the FPGAs) is a very complex and time consuming process that involves many optimization
steps. It is often necessary to explore multiple synthesis options and iterate on the design to find
the best performing design or balance between trade-offs like performance, area utilization, and
power consumption. This is a CPU and memory intensive task. All nodes of NocTuA 2 provide
the required software infrastructure to perform these synthesis jobs, such that it is not necessary
to block specialized accelerator nodes with them. The quality-of-service feature of Slurm is used to
give a limited number of FPGA synthesis jobs a higher priority. Users can use the Slurm command
#SBATCH -q fpgasynthesis to give their FPGA bitstream synthesis jobs a higher priority for at most
10 synthesis jobs per user.

3. Keep Compatibility Generally, C++-based designs are source-compatible with new tool ver-
sions, but since it takes many hours to compile a bitstream with a specific software tool and bitstream
version, the capability to reuse existing bitstreams beyond the tool update cycles is highly desirable.
This capability is also important for reproducibility of results. To use a bitstream, which was created
with a specific tool version, the FPGAs need to be configured with a matching firmware, a so-called
base bitstream or shell, see Figure 8. This base bitstream implements the communication with the
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host CPU via PCle, provides access to the memory on the FPGA card, and enables quick configuration
for the accelerator bitstreams by utilizing partial reconfiguration at runtime. Finally, the software
drivers matching the tool version need to be loaded after the base bitstream is configured.

This functionality is integrated with the regular Slurm workload manager. With a --constraint argu-
ment, see example in Listing 3, the user specifies, which base bitstream and tool version the allocated
node or nodes should provide. These versions need to match the versions used in the synthesis pro-
cess. The workload manager will initially try to allocate nodes, which already provide the requested
configuration. If this is not possible, then other nodes will be allocated and, transparently to the
requesting user, will be configured with the required base bitstream, rebooted to bring up the PCle
connection with the correct settings, and have the matching drivers installed. Therefore, after a
few minutes, the allocation request can be served with freshly configured nodes. Rebooting whole
nodes for specific user requests is safe, because FPGA nodes are provisioned only in exclusive mode
(no node sharing between users). This also ensures the isolation of FPGA jobs from a security per-
spective. This is realized using a customized variant of the Slurm node features plugin (Slurm Node
Features Plugin Programmer Guide, 2023) and custom scripts that reconfigure the nodes and repro-
gram the FPGAs according to the user’s specification. The FPGA Lmod gateway in Listing 2 shows
some of the different variants of base bitstreams or shells that can be used as a constraint argument.

By requesting a node in the FPGA partition with the constraint bittware_520n_20.4.0_max,
the base bitstream and driver for the BittWare card in version 20.4.0 will be provided for this job.

srun --partition=fpga --constraint=bittware_520n_20.4.0_max ./fpga_appl

Listing 3: Allocating FPGA Node with specific base bitstream.

FPGA Node
Host System FPGA Card
Host program FPGA Chip
Shell i User Partition
aele /O Support |
uPPo g <> Network I/O
FPGA PCle Support | — .
Runtime Memory Subbort 0 Application Logic

y Supp : On-Board
Network Support : > Memory

Figure 8: Schematic structure of an FPGA node with one FPGA card. The programmable area of the
FPGA chip is separated into shell and user partition.

4.2.2 Dedicated FPGA Interconnect Infrastructure

With FPGAs arriving in the HPC domain, scaling of FPGA accelerated codes will become just as im-
portant as their contributions to single node performance and efficiency. The conventional approach
to integrate accelerators like GPUs into HPC systems is to rely on the host and its networking in-
frastructure to communicate with other nodes and accelerators. The Noctua 2 FPGA nodes fully
support that approach using InfiniBand as high-speed network technology which integrates them
uniformly with the rest of the NocTua 2 system (see Section 2.4). However, FPGAs are also well
suited for a more direct integration into high-speed networks. As already outlined in Section 4.1,
the BittWare 520N cards provide four QSFP+ and the Xilinx Alveo U280 cards provide two QSFP28
network ports. In NocTua 2, all FPGA network ports are equipped with optical transceivers. When
connected via electrical or optical pluggable transceivers, the ports create a direct point-to-point link
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with up to 100 Gbit/s (Intel 40 Gbit/s, Xilinx 100 Gbit/s). BittWare BSPs with the _max suffix have
direct FPGA-to-FPGA network support included in the BSP. The BSPs with the _hpc do not include
the networking support in order to save resources. For the Xilinx cards, the FPGA-to-FPGA network
support is not included in the shell, but can be included into the user logic, depending on the user
needs.

A highly flexible solution to support arbitrary point-to-point links was added with the installation
of a Calient S320 Optical Circuit Switch (see Figure 7). All FPGA ports are physically connected to
the optical switch. Out of the 320 available ports of the optical switch, 224 are used for the FPGA
links:

(number of AMD nodes X number of cards per node x number of links per card)+
(number of Intel nodes x number of cards per node X number of links per card)
=(16x3x2)+ (16 x2x4)=224

The remaining 96 ports of the optical switch are connected to the Huawei CE 9860 Ethernet switch.

4.2.3 Dedicated FPGA Interconnect System Integration

Along with a job request, a user can request any interconnect topology for FPGA-to-FPGA con-
nections and the workload manager will, along with the node allocation, establish the requested
connections through the optical switch. Listing 4 shows an example to request a pairwise connec-
tion for the FPGA interconnect for one FPGA node. The FPGA application can use all available serial
channels of one FPGA card to communicate to the respective channels of the other FPGA card in the
same node, see Figure 9a as an example for a Intel FPGA node featuring two FPGA cards with four
channels each.

srun --partition=fpga [...] -N 1 --fpgalink=pair ./fpga_appl

Listing 4: Examples for pairwise connection with one node. See visualization in Figure 9a.

In addition to predefined topologies (pair in previous example), a job request can also specify every
possible individual connection between any links of the allocated FPGA cards. The following request
in Listing 5 with individual links specified results in the same topology as the pair example in the
previous Listing 4.

srun --partition=fpga [...] -N 1
--fpgalink=n0:fpga0:ch2-n0:fpgal:ch2 --fpgalink=n0:fpga0:ch0-n0:fpgal:ch0
--fpgalink=n0:fpga0:chl-n0:fpgal:chl --fpgalink=n0:fpgal:ch3-n0:fpgal:ch3
./fpga_appl

Listing 5: Same pairwise connection with individual links specified. See visualization in Figure 9a.

Allocations with direct FPGA-to-FPGA connections can also target multiple nodes, as shown in List-
ing 6 with two nodes forming a clique topology, see Figure 9b for the visualization.

srun --partition=fpga [...] -N 2 --fpgalink=clique ./fpga_appl

Listing 6: Examples for clique topology with two node. See visualization in Figure 9b
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The topology can also be altered during an allocation with a custom utility called changeFPGAlinks.
The following example in Listing 7 changes the previously allocated clique topology during runtime
into a pair topology with two nodes, see Figure 9c.

changeFPGAlinks
--fpgalink=n1:fpga0:ch2-nl1:fpgal:ch2 --fpgalink=nl:fpga0:ch0-nl:fpgal:ch0
--fpgalink=n0:fpga0:ch2-n0:fpgal:ch2 --fpgalink=n0:fpgal:ch0-n0:fpgal:ch0
--fpgalink=n0:fpga0:chl-n0:fpgal:chl --fpgalink=n0:fpgal:ch3-n0:fpgal:ch3
--fpgalink=n1:fpga0:chl-nl:fpgal:chl --fpgalink=nl:fpga0:ch3-nl:fpgal:ch3

Listing 7: Example to change the topology at runtime. See visualization in Figure 9c

FPGA O FPGA 0
ch0 ch0
ch1 ch1
ch2 ch2
ch3 ch3

FPGA 1 FPGA 1
chO chO

chi

ch2

(a) b) (©)

Figure 9: FPGA-Link GUI Examples: (9a) Single FPGA node with fully paired FPGAs, (9b) Two FPGA
nodes with clique topology. (9c) Two FPGA nodes, each fully paired.

A
(

In order to guide the user to generate the desired configuration, a web GUI (FPGALink-GUI, 2023) is
provided. The visualization depicted in Figure 9 are generated by the GUL

4.2.4 Types of Dedicated FPGA Interconnects

From the perspective of the FPGA application logic, the point-to-point links can be used in two
configurations:
1. Circuit-Switched: Simple serial transmission, which serves as a protocol-agnostic and trans-
parent connection layer.
2. Packet-Switched: Flexible transmission with packets and routing.

1. Circuit-Switched FPGA-to-FPGA Network The simple serial transmission through these
channels suits the pipelining and data streaming concepts for FPGAs very well and is even frequently
used inside single-FPGA designs to exploit task-level parallelism. Hence, with a suitable topology of
such serial links, applications can scale over multiple FPGAs without ever requiring latency-intensive
communication via the hosts and without additional data introduced by the network protocols and
mechanisms to manage and deliver packets effectively. The HPC Challenge for FPGA (Meyer et al.,
2020) contains optimized benchmark implementations for this kind of network infrastructure which
were used in Meyer et al. (2023) to evaluate the latency and bandwidth advantages compared to the
CPU-centric communication via the host.

De Matteis et al. (2019) have presented a programming abstraction for streaming interfaces that in-
cludes multi-hop routing for this infrastructure when it was first available in Noctua 1. A similar
concept was realized on the Cygnus system (Boku et al., 2023) at University of Tsukuba, where 64
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Stratix 10 FPGAs physically connected in a fixed double torus topology use the CIRCUS (Fujita et al.,
2020; Kikuchi et al., 2023) infrastructure for routing and collective communications. While for indi-
vidual point-to-point connections, the performance impact of routing layers is mostly just increased
latency, multiple point-to-point connections using several hops will directly compete for bandwidth
on some routes compared to the circuit-switched direct connections possible with Noctua 2.

2. Packet-Switched FPGA-to-FPGA Network The technical infrastructure introduced to estab-
lish point-to-point connections between FPGA ports can also be used to connect the FPGA ports
to the ports of the Ethernet switch (see Figure 7). With this setup, up to 96 FPGAs can be used
to form a single-hop packet-switched network. The Ethernet switch is configured to create sep-
arate Virtual Local Area Networks (VLANSs) for every compute job to prevent the failure of a job
because of misconfigured concurrent jobs. The Ethernet switch is fully integrated into the overall
FPGA interconnect infrastructure. The desired topology with Ethernet links can be configured with
the changeFPGAlinks utility as shown in Listing 8 or with the web GUI (FPGALink-GUI, 2023) as
depicted in Figure 10.

| Ethernet Switch | -

FPGA O FPGA O
ch0 ch0
ch1 ch1

FPGA 1 FPGA 1
ch0 ch0
ch1 ch1

FPGA 2 //// \\\\FPGAZ
ch0 ch0
ch1 ch1

Figure 10: FPGA-Link example including the Ethernet switch: The first channel of the first two
FPGAs are connected to the Ethernet switch.

changeFPGAlinks
--fpgalink=n1l:fpga0:chl-nl:fpga2:ch0 --fpgalink=nl:fpga2:chl-n0:fpga2:chil
--fpgalink=n1l:fpgal:chl-n0:fpgal:chl --fpgalink=n0:fpga2:ch0-n0:fpga0l:chil
--fpgalink=n0:fpgal:chO-eth --fpgalink=n0:fpgal:chO-eth
--fpgalink=n1:fpga0:chO0-eth --fpgalink=n1l:fpgal:chO-eth

Listing 8: Example FPGA-Link parameters for topology including the ethernet switch. See visualiza-
tion in Figure 10

The shells of the Xilinx FPGAs pass the raw connections to the communication ports to the user
logic. Therefore, users have to provide their own logic for the network protocols or use existing
Intellectual Property cores with the desired functionality. There exist several open source projects
which provide implementations of network stacks, such as UDP (XUP Vitis Network Example (VNx),
2023) or TCP (He, Korolija, & Alonso, 2021). They abstract away most of the complexity of manually
setting up and maintaining connections over a packet-switched network. An even higher abstraction
layer offers the collective-communication library ACCL (He, Parravicini, et al., 2021). It provides
a message-passing interface similar to MPI to the user application independent of the underlying
network stack.

In ESSPER (Sano et al., 2023), an 8-node and 16-FPGA extension to the Fugaku supercomputer (Sato
et al., 2020), the FPGAs are also connected with two 100Gbit/s ports each to a dedicated Ethernet
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switch network. With their Virtual Circuit-Switching Network infrastructure, Ueno & Sano (2023)
represent the physical Ethernet network to the FPGA user kernels as direct streaming connections
like those that we realize physically with the circuit-switched network. Intel had presented a similar
concept as Inter-Kernel Links (Balle et al., 2020). Unfortunately, as both implementations require
support with different customized BSPs that are not available for the Bittware 520N cards, neither of
these approaches is deployed on NocTua 2 for direct comparisons.

4.3 Applications using the FPGA Partition

As FPGA accelerators are getting deployed in quantity in HPC systems like NocTuA 2, their perfor-
mance and energy efficiency potential must also be brought to the relevant applications from the
HPC domain. One approach that industry and academia use to tackle that topic is with libraries
of different specialization degree, e.g. for dense (De Matteis et al., 2020; Gorlani et al.,, 2019; Hao
et al., 2023; Xilinx Vitis Libraries, 2023) and sparse linear algebra (Jain et al., 2023; Song et al., 2022;
Xilinx Vitis Libraries, 2023), and corresponding solvers (Meyer et al., 2022; Song et al., 2023; Xilinx
Vitis Libraries, 2023; Zeni et al., 2021). When corresponding library functions on FPGA cards are in-
voked from multiple ranks of an MPI-parallel application, such libraries provide a direct path towards
multi-FPGA applications. However, individual linear algebra operations that on CPUs or GPUs can
often reach close to their respective peak performance are not necessarily the domain where FPGAs
can provide most benefits. Also, bandwidth and latency limitations of data transfers between host
and accelerator via PCle can limit or even negate the advantages of this approach (Ramaswami et
al., 2021).

Consequently, further customization of FPGA designs to more specific application needs, or usage
of the dedicated FPGA-to-FPGA networks presented in Sections 4.2.2-4.2.4 are advisable. For the
calculation of Electron Repulsion Integrals (ERIs), FPGAs can outperform (Wu et al., 2023) latest HPC
CPUs at much improved energy efficiency by tailoring local memory layout and pipeline parallelism
of different FPGA designs specifically to the angular momenta of different input types. In this context,
a system with many FPGAs allows to distribute the workload to multiple heterogeneously configured
devices in order to avoid overheads of frequent reconfiguration. ERI calculation is an important
building block of many atomistic simulations that make up a large part of the Noctua 2 workload
and we are working on further integration of the FPGA designs with production codes.

Another project where many FPGAs were employed for multiple month was the calculation of the 9"
Dedekind Number (Van Hirtum et al., 2023). Customization of bit level operations in a small graph
with 128 nodes and a fine granular control of operation sequences of variable length along with
suitable load balancing allowed each FPGA to outperform a 64 core CPU by around three orders of
magnitude. Another project (Opdenhovel et al., 2023) that leverages bit level operations on FPGAs
is from the bioinformatics domain. Here the speedups are more modest, because the more regular
operations are better suited for the CPU code path, but the FPGAs still impress with their power
efficiency.

The circuit-switched FPGA-to-FPGA network was leveraged for shallow water simulations (Faj et al.,
2023) in an extension to an earlier single FPGA design (Kenter et al., 2021), also refer to Alt et al. (2023)
on recent tooling progress. On top of a strong baseline performance, the tight integration of the
streaming communication into the computation pipeline along with the customization of the FPGA
interconnect topology to the spatial decomposition of the simulation domain enables good strong
and weak scaling particularly for small to medium size problems, where CPUs and GPUs struggle to
achieve good utilization. A similar observation has been made for N-body simulations with direct
FPGA-to-FPGA communication (Menzel et al., 2021). Meanwhile, independent of each other, Stewart
et al. (2021) and Sheng et al. (2023) have commercialized MD-simulations for drug discovery on their
own directly interconnected multi-FPGA systems. Supercapacitor simulations (Prouveur et al., 2023)
based on the N-body method have been ported to the Noctua 2 FPGA partition and perform best when
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individual FPGAs are completely customized to one out of three different computation kernels, with
load balancing performed by allocating more devices to the more time consuming kernels. At the
given performance points, this workload still scales well when communicating via MPI on the host,
and Contini et al. (2023) have been working to optimize efficiency for this type of communication
scheme on the Alveo FPGAs in Noctua 2.

5 Conclusion

In conclusion, the paper provides a comprehensive overview of the NocTuA 2 supercomputer. Inau-
gurated in 2022, NocTUA 2 stands out as a HPC system, comprised of three distinct node types: CPU
Compute nodes, GPU nodes, and FPGA nodes. The integration of diverse FPGA cards from different
vendors, along with a dedicated FPGA-to-FPGA network, sets NocTua 2 apart from conventional
HPC systems. The paper highlights the overall setup and operation of the cluster, offering valuable
insights into its hardware, software, and facility aspects.
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